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THEORETICAL REVIEW

What counts as evidence for working memory training?
Problems with correlated gains and dichotomization
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Abstract The question of whether computerized cognitive
training leads to generalized improvements of intellectual
abilities has been a popular, yet contentious, topic within both
the psychological and neurocognitive literatures. Evidence for
the effective transfer of cognitive training to nontrained mea-
sures of cognitive abilities is mixed, with some studies show-
ing apparent successful transfer, while others have failed to
obtain this effect. At the same time, several authors have made
claims about both successful and unsuccessful transfer effects
on the basis of a form of responder analysis, an analysis
technique that shows that those who gain the most on training
show the greatest gains on transfer tasks. Through a series of
Monte Carlo experiments and mathematical analyses, we
demonstrate that the apparent transfer effects observed
through responder analysis are illusory and are independent
of the effectiveness of cognitive training. We argue that re-
sponder analysis can be used neither to support nor to refute
hypotheses related to whether cognitive training is a useful
intervention to obtain generalized cognitive benefits. We end
by discussing several proposed alternative analysis techniques
that incorporate training gain scores and argue that none of
these methods are appropriate for testing hypotheses regard-
ing the effectiveness of cognitive training.
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A much-debated question within psychology is whether gen-
eral intellectual abilities can be improved through cognitive
training (Chein and Morrison 2010; Jaeggi, Buschkuehl,
Jonides, and Perrig 2008; Jaeggi, Buschkuehl, Jonides, and
Shah 2011; Shipstead, Redick, and Engle 2012). Similar to the
way that fitness training leads to generalized health benefits,
some have hypothesized that cognitive training can lead to
generalized cognitive benefits, such as increased general fluid
intelligence and working memory. If core cognitive abilities
like working memory can be improved, then any task that
draws on these core cognitive abilities should also show a
performance boost. Because working memory processes are
instrumental to a wide range of real-world activities (Engle
2002), improving core working memory abilities through
training could be enormously beneficial.

The usefulness of cognitive training depends on the extent
and nature of transfer of improvement on a trained ability to
tasks and abilities that are not directly trained. Researchers have
made the distinction between two types of transfer: near and far.
Near transfer occurs when the transfer task is structurally similar
to the training task. Far transfer occurs when the transfer task is
structurally different than the training task (Hussey and Novick
2012; Morrison and Chein 2011). The potential for far transfer
has garnered much attention recently in both the scientific
literature and the general media (Hurley 2012; Reddy 2013).
Given the potentially enormous societal benefit of cognitive
training and the potential marketplace for effective products,
estimated to be $6 billion by 2020 (Sukel 2013), it is important
that the evidence be accurately portrayed to the public.

Data regarding the effectiveness of working memory train-
ing are mixed. Several studies have reported statistically
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significant effects of training on a variety of transfer measures
(Jaeggi et al. 2008; Klingberg 2010; Schmiedek, Lovdén, and
Lindenberger 2010), whereas others have failed to find evi-
dence of transfer (Owen et al. 2010; Redick et al. 2013;
Sprenger et al. 2013). Critical reviews of the literature have
suggested that some studies reporting successful transfer have
suffered from methodological flaws (Shipstead et al. 2012),
whereas reviews of experimental results have been both pes-
simistic (Melby-Lervdg and Hulme 2013) and optimistic
(Morrison and Chein 2011) with regard to successful transfer.
The debate over the degree to which cognitive training is
effective has even landed the topic its own webpage, at
www.psychfiledrawer.org. The purpose of the present article
is to examine claims regarding the effectiveness of working
memory training that are based on a specific type of statistical
analysis—a form of the responder analysis. Setting aside the
question of whether working memory training is effective, we
argue that statistical inferences based on responder analysis, as
it has been used in the working memory training literature, are
not appropriate tests for hypotheses about working memory
training.

Types of responder analysis

The gold standard for assessing transferability is to illustrate,
within a controlled trial, that cognitive training leads to im-
provements on a transfer task relative to a placebo control-
training task. In the absence of finding group-level differences
between training and control, however, some researchers have
turned to a particular form of the responder analysis. For
illustrative purposes, we use N-back and Raven’s Progressive
Matrices (henceforth denoted as RPM) as canonical examples
of training and transfer tasks, though the critique generalizes
to any training and transfer task, or for that matter to any
experiment in which an intervention is assessed over time. V-
back is a working memory task wherein participants are
presented a series of stimuli and must decide whether the
current stimulus matches the stimulus presented 7 positions
back in the series. Working memory training researchers often
use an adaptive form of N-back, in which the n-level is
continuously matched to the participant’s performance
(Jaeggi et al. 2008). RPM is a widely used nonverbal measure
of general intelligence (Raven 2000).

Two types of responder analyses have appeared in the
broader literature. In the first, the researcher defines a thresh-
old on an outcome variable and compares proportional chang-
es of subjects above or below that threshold between treatment
and control conditions following an intervention (Senn and
Julious 2009). In the second, the researcher defines perfor-
mance groups on one variable, for example by dichotomizing
difference scores between a first and last N-back training
session with a median split, and then compares performance

between these groups on a second set of correlated difference
scores, for example a pre/post measure of intelligence. Vari-
ants of the second form, which we will demonstrate includes a
test of the correlation between training and transfer difference
scores, will simply be referred to as “responder analysis™ for
the remainder of this article. This form of responder analysis
has been used on numerous occasions within the working
memory training literature to test for the existence of transfer
from working memory training (Jaeggi et al. 2011; Kundu,
Sutterer, Emrich, and Postle 2013; Novick, Hussey, Teubner-
Rhodes, Harbison, and Bunting 2013; Redick et al. 2013;
Rudebeck, Bor, Ormond, O’Reilly, and Lee 2012; Thompson
et al. 2013; Zinke et al. 2013), and in other recent studies
outside this literature (Miaskowski et al. 2007).

As we demonstrate below, responder analysis is a proxy for
testing the correlation between training and transfer difference
scores. However, correlated difference scores can arise for
many reasons, including simply as a function of assessing
correlated measures across time. Because responder analysis
cannot distinguish amongst the various factors that might lead
to correlated difference scores, it cannot be used to test hy-
potheses about training effectiveness.

Theoretical rationale for responder analysis

The rationale for using responder analysis in the working
memory training literature is based on the hypothesis that
the effects of transfer might be moderated by individual dif-
ferences in how much participants have gained on the training
task (Jaeggi et al. 2011): Whereas some participants improve
on a training task, others may not improve at all. Only those
who benefited from training (responders) are theoretically
expected to exhibit gains on the transfer task. Arguably, par-
ticipants who fail to “respond” to training (nonresponders)
may mask the true transfer effects obtained by responders.
The idea that transfer might be moderated by training gains
is consistent with the hypothesis that people differ in their
capacities for plasticity. Some have speculated that individual
differences in cognitive training effectiveness may arise from
neurological mechanisms or genetic polymorphisms that en-
able neural plasticity (McNab et al. 2009). The hypothesis that
individuals differ in their capacities for plasticity suggests that
training gains should be correlated with gains on the transfer
task, a finding that has been reported on multiple occasions
(Chein and Morrison 2010; Jaeggi et al. 2011; Schweizer,
Grahn, Hampshire, Mobbs, and Dalgleish 2013; Zinke et al.
2013). For example, in a recent article in Proceedings of the
National Academy of the Sciences, Jaeggi et al. (2011)
remarked that the extent of transfer was “critically dependent
on the amount of the participants’ improvement on the WM
task” (p. 10083). Using responder analysis, they showed that
responders and nonresponders differed significantly in the
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amounts of transfer: Those who obtained the large training
(N-back) gains showed significantly larger transfer (RPM)
gains than did those who had smaller training gains. Although
Jaeggi et al. (2011) failed to find a significant difference
between treatment and control performance on the transfer
task in an ANOVA framework, they concluded that the sig-
nificant responder analysis result provided evidence that train-
ability moderated the degree to which transfer occurred. Other
authors have drawn similar conclusions on the basis of corre-
lated gain scores (Jaeggi et al. 2011; Kundu et al. 2013;
Novick et al. 2013; Rudebeck et al. 2012), whereas Thompson
et al. (2013) and Redick et al. (2013) used a nonsignificant
correlation between gain scores to support their conclusion
that training failed to transfer.

What does responder analysis really tell us?

The goal of many working memory training studies is to
address the question of whether training on one cognitive task
generalizes to improved performance on other tasks. Re-
sponder analysis is sometimes used to test whether how much
training occurs moderates this effect. It seems reasonable to
assume that the degree of transfer would be dependent on how
much improvement a participant showed on the training task.
However, testing this assumption statistically with responder
analysis is problematic: Responder analysis tells one only
whether selecting a subgroup from the training task obtains
a similar subgroup on the transfer task, independent of the
group performance on either the training or the transfer tasks.
This is equivalent to determining whether training and transfer
difference scores are correlated. Since it lacks an appropriate
control comparison and is independent of subjects’ perfor-
mance, responder analysis cannot provide any evidence that
the training task drives this correlation. Although the reason
that responder analysis cannot be used in this context is
straightforward and follows from the definition of correlation,
it is nonintuitive, especially in light of the (sensible) theory
that training gains should moderate transfer gains. Thus, in the
rest of the article, we will describe responder analysis in detail,
further elucidate its problems, and evaluate the viability of
possible solutions and alternative methods to assess the effec-
tiveness of working memory training.

A common form of responder analysis is a 2 x 2 repeated
measures analysis of variance (ANOVA) that defines perfor-
mance on the transfer task as a continuous dependent variable,
Mean Performance on the first and last, or first two and last two,
training sessions as a dichotomous within-subjects factor, and
Responder Group (responder, nonresponder) as a between-
subjects factor. Typically, researchers interpret a significant inter-
action between session and group as evidence that the degree of
transfer is moderated by the degree to which one responds to the
training task. However, as we demonstrate below, this analysis is
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solely a function of the correlation between training and transfer
task differences and is independent of the actual training effec-
tiveness. Therefore, no particular pattern of means for the training
and transfer tasks is either necessary or sufficient to obtain a
significant difference between the responder and nonresponder
means on the transfer task.

One of the fundamental problems with responder analysis
involves selection. When the transfer task is correlated with the
training task, selecting a subset of participants who perform
highly on the training task entails selection on the transfer task.
In the case in which difference scores are positively correlated,
this entails that responders on N-back will necessarily perform
higher on RPM than will nonresponders. This selection process
is similar to the researcher eliminating “bad” subjects for failing
to complete the experiment as expected after looking at the
dependent variable, except that responder analysis goes one
step further: Rather than comparing the remaining “good”
subjects to an appropriate baseline, responder analysis com-
pares performance between the “good” and “bad” subgroups.
This is shown in Fig. 1, which plots an ellipsoid representing a
case in which gains on a training task (x-axis) are dichotomized
by a median split. Projecting the mean of the transfer task
differences on the y-axis yields a similar split on the transfer
task: Responders on training show larger gains on transfer. In
order to make claims that any differences between responders
and nonresponders (or control participants) are due to training,
one must establish that the correlation between the difference
scores is due to training.

Properties of responder analysis

In responder analysis, one first computes difference scores on
both the training and transfer tasks and then makes a comparison
between these scores, most often after dichotomizing training
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task difference scores to obtain large (responder) and small
(nonresponder) training gain subgroups. We will demonstrate
below that although there are seemingly many different ways
to analyze these difference scores—for example, through ¢ tests,
regression, ANOVA, and repeated measures ANOVA—all of
these methods evaluate the same null hypothesis: whether the
correlation between the difference scores is zero. Since this
correlation is independent of any mean shift in performance for
either task, it is uninformative with respect to whether training
leads to transfer gains.

Define X, X as the first and last training session scores,
and Y, Y, as the first and last transfer task scores. Let the
difference between the pre- and posttest transfer task scores
(dy), the difference between the first and last training task
scores (d x), and the distribution of training difference scores
dichotomized at some value ¢ (d ygpii) be defined as follows:

dy =Y,- Y, (1)

dy =X,—-X1, (2)
E(d c) ford c.

A = {0 2 a2 (3)

Let the mean of responder (firesp) and nonresponder
(14 ~resp) performance on the transfer task be defined as

Hresp = E(dY ‘dXsplit > C) ’ (4)

:u~resp = E(dY ’dXsplit < C) . (5)

Responder analysis tests whether responders exhibit differ-
ent transfer task gains than do nonresponders, which can be
represented with the null hypothesis £t resp — [t —resp = 0. This is
equivalent to testing whether d y;¢ is a significant predictor
of dy in the following linear model and corresponding null
hypothesis:

dy = bo + bidx i + e, (6)

H()Ib] =0. (7)

H does test for a difference in means; however, this
difference is a necessary result of the correlation between d y
and dy. This may be more easily seen by looking at the
F statistic to test H:

R? rﬁx i dr
Fiar= d.f. = o d.f. 8
1,d.f. 1-R? f I*I”ZX o f ( )
split

Since d ygpiic has only two values, the F statistic in Eq. 8 is
identical to the F statistic for a one-way ANOVA using d xpiit
as a binary Grouping factor (responder, nonresponder) and d y
as the dependent variable, and will yield the same p value as a
t test between responders and nonresponders on dy. Further-
more, Eq. 8 is also identical to the F statistic for the interaction
between the Grouping factor and a two-period session vari-
able (Timel, Time2) in a repeated measures ANOVA
(Dimitrov and Rumrill 2003; Huck and McLean 1975).

Calculating a one-way ANOVA or ¢ test of responder group
on transfer difference scores, testing the interaction of session and
responder group in a repeated measures ANOVA, and
conducting a regression of the mean responder group training
difference scores on transfer difference scores all reduce to a test
of the correlation between the dichotomized difference scores on
the training task (d y.pii) and difference scores for the transfer task
(dy). Furthermore, since dichotomizing one of two continuous
correlated variables to yield a point-biserial correlation generally
attenuates the original Pearson correlation (MacCallum, Zhang,
Preacher, and Rucker 2002; McClelland and Irwin 2003), this is
a less efficient method to discern the relationship between the
original training task difference scores (dy) and dy than would
be simply regressing d'y on d x versus d ygpiit-

By definition, the correlation between the difference scores
is a function of the covariance between the difference scores
and the variances of the difference scores (Eq. 9). The covari-
ance between the differences can be expanded as a function of
the cross-session covariances, Cov(X;Y,) and Cov(X,Y}),
and the within-session covariances, Cov(X;Y;) and
Cov(X,Y3) (Eq. 10). Accordingly, one will obtain a
positive correlation between the difference scores—that
is, a “responder” effect—in any instance where the sum
of the cross-session covariances is less than the within-
session covariances

COV(dxdy)
Var(d;()\/ar(dy)7

©)

Vdydy =

Cov(dydy) = Cov(X2—X1,Y2-Y))

= COV(X] Y]) + COV(XzYz) *COV(X] Yz) *COV(XzYl).

(10)

Since the magnitude of a correlation is invariant to a linear
transformation of either variable, a significant responder anal-
ysis provides no support for any particular pattern of means
for dy and dy. One could obtain the same correlation, and
therefore the same F statistic, independent of whether gains
occur in either the training or transfer task. This would be true
even in the case in which losses occur across sessions for both
the training and transfer tasks. Again, the crucial insight from
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Eq. 10 is that since covariances (and therefore correlations) are
devoid of means, a significant responder effect does not
address the question of whether training led to the transfer
task gains, or whether transfer gains were moderated by
training effectiveness.

Monte Carlo experiments

To illustrate that the results obtained through responder analysis
are invariant to subjects’ performance on training and transfer
tasks, five Monte Carlo experiments representing potential work-
ing memory training study outcomes were conducted. All exper-
iments were programmed using R version 2.15.3 and the follow-
ing R packages: data.table, plyr, doMC, MASS, and reshape2
(Dowle, Short, and Lianoglou 2013; R Development Core Team
2013; Revolution Analytics 2013; Venables and Ripley 2002;
Wickham 2007). The source code used to generate the data is
included in the supplemental materials.

Four correlated random variables were sampled from a
multivariate normal distribution with the covariance matrix
defined in Table 1, but with unique mean vectors for each
simulation. For illustrative purposes, we used N-back training
and transfer to Raven’s Progressive Matrices (RPM) to repre-
sent the canonical working memory training experiment, al-
though our analysis generalizes to any other set of training and
transfer tasks. Two of the variables represent scores for a first
and a last N-back training task (N-Back,, N-Back,), and the
remaining two variables represent scores for a pre- and a
posttraining RPM transfer task (RPMp,,, RPMp,). Each
mean vector represents a potential pattern of training and
transfer effects: (1) improvement on both N-back and RPM,
(2) improvement on N-back but not on RPM, (3) no improve-
ment on N-back but improvement on RPM, (4) no improve-
ment on either task, and (5) decline on both tasks (Table 2).
The sample size was set at N = 50 for all experiments, and
each experiment was replicated 100,000 times.

Our dependent variables for these experiments were the
probability of obtaining a significant responder analysis, the
correlation between responder group and transfer task differ-
ence scores, and the F statistic for the linear regression
predicting transfer task difference scores from responder

Table 1 Covariance matrix for data sampled from a multivariate normal
distribution

Measure 1 2 3 4
1. N-Back, 1

2. N-Back, .6 1

3. RPMp,, 3 15 1

4. RPMpyg 15 3 6 1

RPM = Raven’s Progressive Matrices
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groups (Eq. 11). Given our preceding analysis, we predicted
that these dependent measures would be invariant to the
pattern of means for both the training and transfer tasks. Using
long-established properties of sample correlations (Fisher
1915) and the values from the variance—covariance matrix in
Table 1, we also calculated analytic predictions for these
measures, included as the last row in Table 3.

For the experimental data, the difference scores for N-back
and RPM were calculated following data generation for each
replication. “Subjects” who obtained higher difference scores
than the median N-back difference score were classified as
responders, all others were classified as nonresponders, and an
F statistic was then calculated for the regression:

RPM Gains = bo + b1 N-Back syt + e, (11)

where RPMgai,s is the difference between the pre and post
RPM scores, and N-Backgy,; is a median split dichotomization
of N-Backg,ins, the difference between the first and last N-back
sessions. The mean probability of rejecting the null hypothesis
Hy: b, =0, as well as the median F’ value, correlation between
N-Back Gains and RPM g,ins, and correlation between N-
Back gp,iic and RPM gains (7 NsplitR ) are included in Table 3.

The probabilities of rejecting the null hypothesis, the corre-
lations between responder group and transfer task difference
scores, and the F statistics for the regression in Eq. 11 are
nearly identical across the five different scenarios, independent
of whether any gains occurred across N-back and/or RPM
sessions (Simulations 1-4), and even when scores for both
measures declined (Simulation 5). Furthermore, the mean of
the dependent variables across scenarios matches our analytic
predictions, which were dependent only on the variance—co-
variance matrix in Table 1. It is clear that finding a statistically
significant difference between responders and nonresponders
on the transfer task tells one nothing regarding the effectiveness
of working memory training. Furthermore, for Experiments 1—
4, responders always showed the largest gain on the transfer
task, and in Experiment 5, in which a mean decrease on transfer
occurred from pre to post, they showed the smallest losses, with
identical effect sizes across all five experiments. Thus, inde-
pendent of whether or not true gains occurred, responders
always came out looking better than nonresponders. Again,
this result is a product of the covariance matrix, and does not
count as evidence for successful transfer.

Three related objections to this critique

Some have argued that whereas responder analysis may be a
test of the correlation between training and transfer task dif-
ference scores, the conjunction of this correlation with a
pattern of difference scores wherein responders demonstrate
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Table 2 Mean vectors for data sampled from multivariate normal distribution and difference scores
Mean Vector Difference Scores
Exp. # Scenario N-Back; N-Back, RPMp,. RPMpos¢ N-Backgains RPMgains
1 Training & transfer gains 1 5 1 2 4 1
2 Training gains only 1 5 1 1 4 0
3 Transfer gains only 1 1 1 2 0 1
4 No training or transfer gains 1 1 1 1 0 0
5 Training and transfer losses 5 1 2 1 —4 -1

RPM = Raven’s Progressive Matrices

greater gains on the transfer task than nonresponders provides
evidence that training effectively increased transfer task per-
formance for those who responded most to training. However,
as demonstrated previously, this difference in means is a
function of dichotomization and the form of the variance—
covariance matrix for the variables. That is, the responder
groups do not actually exist; they are created by the researcher
post hoc, and are based on the correlation between difference
scores. This can be easily discerned from Fig. 1, in which the
difference scores are positively correlated; dichotomizing
transfer gains by performance on the training task necessarily
yields a responder group with greater transfer task differences
than are present in the nonresponder group. This is true,
independent of any linear transformation applied to either
training or transfer gains. This was also demonstrated by the
Monte Carlo experiments: Responder analysis is independent
of mean performance on either the training or transfer tasks.
Some have also suggested to the authors that even if re-
sponder analysis is a proxy for testing the correlation between
training and transfer difference scores, a positive correlation
between these scores is itself evidence that gains on the training
task bring about gains on the transfer task. In the case of
working memory training, this means that subjects who in-
creased training task performance across training sessions im-
proved some cognitive ability that also contributes to general
fluid intelligence, which then causes their transfer task scores to
increase between the pre- and posttest administrations. As is
clear from Eqgs. 9 and 10, a positive correlation between the

Table 3 Results of Monte Carlo simulations

training and transfer difference scores is obtained when the sum
of the cross-session covariances is less than the sum of the
within-session covariances. However, one should expect this
pattern in any experimental design that includes correlated tasks
measured across time. Since correlations between tasks—for
example, test—retest reliability—tend to decrease as the time
between measurements increases, one should expect more
proximal tasks to be more highly correlated than more distal
tasks. In the case of working memory training experimental
designs, this implies that even under the null hypothesis one
should expect a priori for the cross-session covariances to be
less than the within-session covariances. This does not, how-
ever, imply that within this paradigm one will always observe
correlated difference scores, only that a training effect is unnec-
essary to obtain a correlation between the differences.

A related objection that has been raised is that, since
difference scores will not necessarily be correlated—for ex-
ample, as was found by Thompson et al. (2013)—the most
likely explanation for the existence of a correlation between
difference scores is an effect of the training task. This objec-
tion, however, ignores the fact that the model tested with
responder analysis is absent a main-effect term, and that the
means that are being compared are created, not observed, by
the researcher. Thus, any correlation between difference
scores, be it positive or negative, and any pattern of means
within the responder analysis can be obtained independent of
the effectiveness or ineffectiveness of training. With regard to
whether training leads to transfer, a positive correlation

Exp. # Scenario P(p <.05) FNyplitRd F

1 Training and transfer gains 69% .30 4.81
2 Training gains only 69% 30 4.86
3 Transfer gains only 70% .30 4.82
4 No training or transfer gains 69% 30 4.85
5 Training and transfer losses 69% .30 4.78
Mean of Experiments 1-5 69% .30 4.82
Analytically derived prediction 69% .30 4.82

"' NeplitRa

= correlation between N-back and Raven’s difference scores, with the N-back difference scores median-split into responders and nonresponders
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between difference scores, combined with a pattern of means
wherein responders show greater gains on the transfer task
than do nonresponders, is just as uninformative as a negative
correlation, wherein transfer for nonresponders will be greater
than that of responders. In both cases—and, indeed, any
case—the means of the responder and nonresponder groups
are a necessary consequence of dichotomizing correlated var-
iables (Fig. 1). One could obtain these correlations whether
the training improved, attenuated, or had no effect whatsoever
on transfer task performance. Simply put, the pattern of means
on the transfer task based on the dichotomization of training
gains is theoretically meaningless, because they do nothing
more than redescribe the correlation between gain scores.

Proposed solutions that fail to address the problem

The most straightforward approach to studying the effects of
cognitive training is to rely on experimental methods and
random assignment to groups. However, two modifications
to responder analysis have been suggested to the authors as
potential ways to exploit training gains to identify responders
and nonresponders: (1) compare responders and nonre-
sponders with a control group, rather than with each other,
and (2) dichotomize participants in the control group using
gains on a placebo-training task. Neither of these options is
appropriate. The former is uninformative because it compares
the performance of extreme groups from the training condition
to average performance from the control condition. Even if the
null were true, comparing extreme groups would yield varia-
tion between the conditional means and the control mean.

Comparing training condition responders and nonre-
sponders with a similarly dichotomized—for example,
median-split—placebo control group provides no better solu-
tion. Although this allows one to compare two sets of condi-
tional means, the training and control groups would be con-
ditioned on different tasks. For example, if one were to com-
pare mean change on RPM for responders on the N-back task
with responders on a visual search task, this would amount to
Comparing H (dRPM | dN—Back >c 1) with H (dRPM | dsearch > c2)a
where ¢ is the median N-back difference score and ¢, is the
median visual search task difference score. Because the con-
ditioning events are different between the two sets of condi-
tional means, two different population parameters are being
estimated, and they cannot be directly compared.

These concerns aside, we suggest that the use of training
data in the analysis of transfer effects should be avoided
altogether. First, it is unclear what the measurement properties
are of an adaptive training task and whether these measure-
ment properties change as a function of increasing task diffi-
culty. For example, does N-back measure the same thing in
the first training session as it does in the last training session?
We suspect not, given that people routinely perform at low
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levels of NV in the first few sessions, and at higher levels of N
in subsequent sessions. Also, if people learn strategies over
time, later trials will be more reflective of strategy use, as
opposed to processing capabilities. Alternatively, it is theoret-
ically possible that an individual’s asymptotic level of perfor-
mance reached in later training sessions would reflect his or
her latent ability, whereas the apparently poorer performance
in initial training sessions simply indicates that the task has yet
to adapt to the individual’s latent ability level.

Second, because the training task is adaptive within the
training session for each individual participant, any derived
scoring function will be contaminated by task variability. That
is, not only do latent abilities vary across people, but so also does
the difficulty and structure of the task. This is similar to admin-
istering a psychometric test in which items and item difficulty are
random variables that differ across both individuals and time
points, and in which the items have not been normed for diffi-
culty or validity. Both changes in measurement properties and
variability across individuals in terms of the level achieved in the
adaptive task would likely drive down the cross-session validities
and, as a consequence, set up the conditions needed to obtain a
significant responder effect, as is suggested by Eq. 10.

The discussion above suggests that one potential methodo-
logical approach to examining the moderating role of training
effectiveness would be to use standardized assessments of the
training tasks at pre and post for both a training and control
condition, and to use gains on the standardized assessments as a
proxy for training gain. However, one would still have to
establish that the construct validity of the assessment did not
change as a result of training. For example, if participants
develop strategies as a result of practicing N-back, then it is
likely that performance on the pretest version of N-back would
be driven by different processes than performance at posttest.

What counts as evidence?

Returning to the question of what counts as evidence in
working memory training, we argue that evidence for success-
ful transfer requires that researchers address at least three main
challenges. First, training effects must be evaluated relative to
a proper control condition (Shipstead et al. 2012). Although
there is much debate over what constitutes a proper control,
the success of any intervention can only be gauged by com-
parison to a control condition (for a discussion of the
necessary properties of a proper placebo control group that
is particularly relevant to working memory training, see Boot,
Simons, Stothart, and Stutts 2013).

Second, the study must be able to differentiate between
transfer due to a change in the underlying processes as opposed
to effects due to shared stimulus or task characteristics, as well
as effects due to strategy shifts versus changes in cognitive
ability (Gibson, Gondoli, Johnson, and Robison 2013). What
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constitutes a shared stimulus or task characteristic is defined by
the subject, not the researcher. Imagine a subject who is trained
on a version of N-back that uses letters as the stimuli, but is
administered a working memory span task that uses words.
These two classes of stimuli are only different in as much as the
subject treats the stimuli differently. If the participant treated the
letters as words (e.g., by assigning a unique word to each letter
to improve memorability), then the stimuli would be function-
ally identical. Short of measuring strategy, there is no obvious
way to discern transfer effects that are due to the mnemonic
strategy versus those due to improvement of a core process
(Sprenger et al. 2013).

Third, the evidence should be evaluated within a Bayesian
framework, so that it can be assessed relative to both the
alternative hypothesis that working memory training works
and the null hypothesis that fluid abilities are unchangeable.
This is more than a generic endorsement of Bayesian methods.
In working memory training, what researchers define as the
null hypothesis is not simply the absence of a training effect,
but is a competing hypothesis. Not only is the invariance
hypothesis a valid and plausible possibility, historically it
has been assumed that fluid abilities such as intelligence and
working memory were immutable in adulthood. Thus, the
domain of working memory training is a perfect example of
when Bayesian methods are most useful: when endorsement
of the null model is of both theoretical and practical impor-
tance (Gallistel 2009; Rouder, Speckman, Sun, Morey, and
Iverson 2009; Wetzels et al. 2011). Although a variety of
statistically significant effects have been identified in the
literature, not all significant effects are created equal when
evaluated within a Bayesian framework. For example,
Sprenger et al. (2013) used Bayes-factor analysis to analyze
the training effects from three studies and showed that the
evidence overwhelmingly supported the null hypothesis at a
ratio of over 22:1, even after including studies that reported
significant effects. This finding is consistent with recent meta-
analyses indicating that transfer effects are weak at best, and
potentially limited to special populations (Melby-Lervag and
Hulme 2013; Protzko, Aronson, and Blair 2013).

Conclusions

The idea that cognitive abilities can be trained in a manner
similar to physical strength is quite compelling, and the po-
tential benefits of such training effects would be far-reaching
and transformative. Although responder analysis has been
used relatively infrequently in the literature, its use is becom-
ing increasingly common. Studies using this method have
appeared in highly reputable journals and have already been
cited over 170 times." Nevertheless, responder analysis cannot

! Google Scholar citations as of 25 October, 2013.

be used to argue either whether cognitive training leads to
transfer (Chein and Morrison 2010; Jaeggi et al. 2011; Novick
et al. 2013; Rudebeck et al. 2012) or whether it does not
(Redick et al. 2013; Thompson et al. 2013). Although the
question of whether working memory training is effective at
improving intelligence remains debated, statistical conclu-
sions based on responder analysis or correlated gain scores
should not be considered as part of this debate.

Author Note This work was supported by the Office of Naval Re-
search, Grant No. N000141010605, awarded to M.R.D. The authors
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manuscript.
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